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EVALUATING THE QUALITY OF MACHINE TRANSLATION OUTPUT
WITH HTER IN DOMAIN-SPECIFIC TEXTUAL ENVIRONMENT

Y cmammi npedcmagneno 1pyHmosHUll aHani3 AKOCMI MAWUHHO20 NepeKIady HA NPUKIAOi
080X NONYJAPHUX cUCeM MauunHo20 nepekiady: Google Translate ma DeepL, y koumexcmi aneno-
VKpaincbkoi Mo6HoI napu. Jlocniodxcenns 30cepeddicene Ha OYIHIOBAHHI pe3YIbmamie MAUUHHO2O0
nepeknady 3a mempuxoio HTER y mpvox memamuuynux 2any3sax. nyoniyucmuka, mexHiuHa
OOKyMeHmayisi ma puduuHi odoxkymenmu. Ilpoyecom oyinoeanns nepeddbaueHo po3noodin
peoazysans, 3p00eHUX NI0OUHOI0, HA 6CMABIIEHHS, GUOAIEHHS, 3AMIHY MA NePeCcmaHo8KYy, KOJCHE 3
SAKUX NPOOEMOHCMPYBAN0 NeeHI NOKA3ZHUKU. Jlocniodcenns 3a2nubaioemvcs 6 OCHOBHI NPUYUHU
peoazysamsv, Wo SUNIUEAIOMb 3 2PAMAMUYHUX, CIMUTICMUYHUX, KYAbMYPHUX | MEPMIHOI02TUHUX
mpyoHowis. Xoua pe3yiomamu 00CAi0HCeHHS NPOOEMOHCMPYBAIU OOCUMb BUCOKY NPOOYKMUBHICIb
000X cucmem, 3 PIZHUYEIO MINC MAUUHHUM NePeKiIadoM I 6epcCiclo, 8i0pedac08anoi0 IH0OUHOIO,
menwe 1 %, Oocniddcennss NIOKpecaunio ROCMIUHY nompedy V 8MPYUAHHI JOOUHU 6 Npoyec
MAWUHHO20 nepeKiaoy.

Kniwwuosi cnoea: HTER, oyinwosanus sakocmi MAuuHHO20 nepekiady, nocmpeoazye8aHis,
8I0CMAHb pedaz2y8anHs, NOMUIKA MawuHHo2o nepexiady, Google Translate, DeepL.

1. Background. The first decades of the 21st century have witnessed the shift in
the strategies employed to machine translation (MT) design (Castilho et el. 2017). The
development of neural models and their integration with MT engines significantly
enhanced the performance of MT systems, due to their sophisticated architecture and
training algorithms, which make them capable of learning on their own errors (trial-
and-error-approach). However, despite their undeniable benefits, such as rapid
learning, domain adaptability, contextual understanding, neural MT systems still make
mistakes which require human intervention at the final step of the translation process.

To determine the amount of human effort needed for refinement of MT output,
various technics and approaches have been developed, the most widely known are
Bilingual Evaluation Understudy (BLEU), Metric for Evaluation of Translation with
Explicit Ordering (METEOR), Translation Edit Rate (TER), and Human-targeted
Translation Error Rate (HTER). Bilingual Evaluation Understudy, or Bleu, is an
evaluation metrics which calculates the number of overlapping units (n-grams) in MT
and human translation. This measure, proposed by K. Papineni et al. (Papineni et al.
2002) is widely used due to its computational efficiency and simplicity. Unlike BLEU,
which has certain limitations, relying excessively on n-gram matching and taking no
account of the word order, METEOR is a more comprehensive measure of quality
evaluation (Banerjee and Lavie 2005). At the core of this metrics, is also the practice
of matching identical words and word stems in human-generated reference translation
and machine-generated translation output. However, it considers more linguistic
aspects, including synonyms and paraphrases.
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Translation Edit Rate or TER is an evaluation tool which measures the distance
between machine-generated output and one of the human-generated reference
translations, calculating the edits, identified in the process of their aligning (Snover et
al. 2006) Lower scores imply the higher performance of MT output.

HTER is an improved version of TER, which increases the chances of MT output
to be evaluated objectively by creating a new reference based on MT generated
hypothesis sentence (For more information, see section Methods: HTER metrics as an
evaluation tool).

Numerous studies have evaluated the quality of English-Ukrainian MT output,
presenting a comprehensive overview of the errors identified. This can be found in the
papers of Ukrainian researchers A. Gudmanian, A. Sitko, and I. Struk, who evaluated
the performance of MT systems Google Translate and Pragma on the basis of the errors,
which were categorized into 3 types: stylistic, terminological and content-related
(I'yamansa Ta i1, 2019). A comparative study of two online services DeepL and
Google Translate was conducted in the context of journalistic writing and literary texts
(Moiceena, 2023). In our previous study, we made an attempt to compare the capacity
of rule-based and neural MT services in literary translation context (Kapmina 2020).
Literary text was utilized as the research material in the work by V. Karaban and
A. Karaban who adopted manual approach in evaluating MT performance (Kapaban B.
ta 1H. 2021). However, experimental studies which employ HTER metrics for
evaluating the MT performance in English-Ukrainian domain-specific textual
environment are currently absent in scientific literature.

The goal of the research is to evaluate and compare the effectiveness and
limitations of online services Google Translate and DeepL for English-Ukrainian
language pair across three topic domains utilizing HTER metrics.

We aim to achieve this goal by accomplishing the following objectives:

- to examine the existing literature on the topic of measuring the quality of MT
systems and identify the gaps in the evaluation of English-Ukrainian MT performance
using HTER;

-to compile a dataset of domain-specific texts, including journalistic writing,
technical documentation and legal documents;

- to apply HTER to evaluate the quality of MT generated by Google Translate and
DeepL in each subject domain;

- to compare the performance of Google Translate and DeepL based on the edit
distance between MT output and human post-edited translation, highlighting their
strong and weak points;

- to examine the underlying causes for the identified MT errors.

2. Methods.

2.1. MT systems. In our study we examined the output of two popular MT
services: Google Translate and DeepL. Both of them use Al-powered neural models to
perform accurate and fluent translation (Wu et al. 2016, Bhardwaj S. et al. 2020).
Nonetheless, according to the results of blind tests, conducted by a board of professional
translators hired for the experiment by the DeepL team, DeepL outperformed other
popular MT services in European language pairs like English-German, English-French
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and English-Spanish. The results of this experiment are accessible on the DeepL official
website (DeepL.: How do we compare to the competition?).

2.2. Experimental dataset. The dataset consisted of 300 carefully selected
sentences belonging to three different domains: journalistic writing, technical
documentation and legal documents. The decision to use the dataset of 300 sentences
was stipulated by its manageability, diversity and statistical significance. The chosen
number of sentences was relatively easy to manage, with utmost precision to evaluation
process. Also, the size of the dataset seems sufficient to achieve statistically important
results and draw reliable conclusions. Comparing the sentences from three distinctive
domains, representing three real-word scenarios, ensures the applicability of the results
to a broad context.

Sentences belonging to journalistic writing were predominantly taken from
feature articles covering a wide range of topics, such as profiles of famous people,
historical events, travel experience, etc. The source of the articles are open-accessed
magazines such as Discover magazine, New Scientist, The Guardian, and Wired
Magazine, which have established their global position through the long history and
high editorial standards, ensuring the credibility of their content. The variety of subjects
covering but not limited to science, technology, history, environment etc. aligns with
the objectives of our research — to evaluate the performance of the MT services in
multi-domain textual environment.

Technical documentation is defined as instructions that tell you how to use a piece
of equipment (Cambridge Online Dictionary). In line with this definition, we referred
to various user manuals and technical specifications, which serve as primary sources
of detailed technical information about wide range of technical products, systems and
software including microwave ovens, videocams, air conditioners, electric guitars,
computers etc. These documents, often referred to in translation practices and product
localization, contain specialized terminology and specific structures peculiar to
technical writing. All these considerations make user manuals and technical
specifications relevant for comprehensive evaluation of MT quality in technical
contexts.

Sentences referring to legal documents were taken from official websites of
international organizations, such as UNO, EU, NATO, UNESCO. The selected
organisations provide a wide choice of authoritative legal texts, established through
their constitutive documents, such as treaties, charters, conventions. These documents
are widely used in international diplomacy and policy-making, which justifies their
relevance to the chosen category. Official websites of these organisations are publicly
accessible, making their content a convenient and credible source for measuring the
performance of MT systems within a rich legal framework of various complexity. To
enhance the variability of the dataset, we also considered the regulations of
international criminal court, which include a set of rules governing its operating.

The length of the sentences under analysis varied from 15 to 30 words. We believe
that the selection of sentences within 15-30 word range strikes a balance between short
and long sentences. Sentences with the number of words less than 15 could create a
wrong impression of the quality of MT services, lacking such linguistic features as
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syntactic structures, terminological variability etc. Conversely, sentences exceeding
30 words might be overly complex to fairly measure the systems’ performance. By
choosing medium-sized sentences, we aim to perform a comprehensive evaluation
while avoiding extreme cases that might distort the results of the experiment.

2.3. HTER metrics as an evaluation tool. In order to measure the quality of the
sentences in the dataset, we used HTER metrics, which measures the distance between
MT output and post-edited human translation. This metrics based on human
judgements was offered in respond to the limitations imposed by TER metrics, which
did not take into account the phenomenon of semantic equivalence while matching
hypothesis (MT output) and reference (human output) sentences (Snover et al. 2006).
In contrast to TER, HTER does not only involve identifying the nearest reference
sentence from the existing translations, but also presupposes creating new targeted
references, generated on the basis of MT output. In other words, the hypothesis
sentence is modified to the extent necessary to achieve the required level of accuracy
and fluency and be semantically equal to the original.

HTER is defined as a minimum number of edits made by a human annotator to
change MT output (referred to as the hypothesis sentence) normalized by the number
of words in the resulting human post-edited sentence as (referred to as the reference

sentence) (Snover et al. 2006).
#edits

#reference words

HTER=

Edits are classified into insertion, deletion, substitution and shift. All edits have
equal value, punctuation marks are treated like regular words, and any errors in
capitalization are also counted as edits. Consider the example of an English-Ukrainian
sentence pair below:

Original sentence: Despite the difficult and often harrowing backdrop of the last
year, the 24-year-old has managed to produce a new 21-track compilation album as
DJ Sacred, entitled Dungeon Rap: the Evolution.

Hypothesis (Google Translate): Hessaorcaiouu na ckraduuti i uacmo sxncaxnueuil
Gon murynoeo poxy, 24-piunuii xaoneysb 3ymié 6UNYCMUMU HOBUL AlIbOOM-KOMRIIAYIIO
3 21 mpexy nio nazeoro DJ Sacred nio nassoro Dungeon Rap: the Evolution.

Reference sentence (human post-edited version): Hezsaoicarouu na cknaouuii i
yacmo JAHcaxausuil hoH MuHyI020 poxy, 24-piunuil xaoneyv 3ymi6 GUNYCMUMU HOBULL
30ipruk 3 21 mpexy ax DJ Sacred nio nazeoro Dungeon Rap: the Evolution.

In the post-edited version, we corrected a literal translation of the collocation
compilation album (azsb6om-komninayiro), replacing it with the variant s36ipnux. This
substitution counts as one edit, regardless of the number of words in the translation unit
(we applied the same approach in shifts, where shifting of a phrase had the same edit
value as shifting of one word, being regarded as one translation unit).

The other case deals with the distortion of the original sentence semantics, where
the term DJ Sacred refers to the name of the musician and should be specified with the
word sk instead of nio nazeoro, which implies the name of the album. Using the phrase
nio nassoro twice in one sentence would be inappropriate from a stylistic perspective.
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The number of edits gives the following score:

HTER= — =0,074=7 %

We took into account the updates of HTER metrics (Snover, 2009) which allow
synonyms and paraphrases. Even if in the process of generating a reference we
considered some lexical item more appropriate than the item produced by an MT
system in terms of sounding and personal preferences, we tolerated it provided the item
did not distort the meaning of the sentence and was stylistically applicable.
Additionally, we did not count the edits caused by the agreement of a replaced unit
with other sentence members. These adjustments are necessary to normalize the
sentence according to the rules of morphology and they are not caused by the
deficiency of an MT system.

While performing the translation in MT systems, we put the sentences into
necessary contextual environment to minimize the cases of mistranslation due to
ambiguity of terms and resolve a possible problem of pronoun coreference.

3. Results and Discussion.

3.1. Quality of performance with the reference to each domain. Although both
MT systems demonstrated a good quality of translation in all the domains under
observation, — the distance between human post-edited references and MT sentences
did not exceed 1 %, — DeepL showcased slightly higher results in all the three domains.
Its translation proved to be less literal, more idiomatic and fluent than that produced by
Google Translate MT service.

Despite the terminological complexity of technical and legal documentation,
journalistic writing turned out to be the most challenging material for translation for
both MT engines, with the HTER scores 0,7 % for Google Translate and 0,5 % for
DeepL. This can partly be explained by the fact that crafting of legal and technical
documentation requires a special approach, which ensures rendering complex
information in a clear and concise way. There are special guidelines, such as IBM Style
Guide (The IBM Style Guide: Conventions for Writers and Editors), Simplified
Technical English (ASD-STE100), IEEE Standard for Systems and Software
Engineering — Requirements for Designers and Developers of User Documentation
(ISO/IEC/IEEE 26514:2008), the aim of which is to ensure maximum clarity, accuracy
and conciseness while avoiding any kind of ambiguity, arising of complex syntax,
cultural nuances, terminological inconsistence etc., which in many cases may threaten
the well-being and safety of individuals.

Journalistic writing, on the other hand, exhibits the features, which are
deliberately avoided in legal and technical writing. Depending on the author’s
individual style, which is not restricted by any specific guidelines, this type of writing
employs idiomatic language, incorporating a number of stylistic devices, idioms,
phrasal verbs, colloquialisms, cultural references etc. leading to inaccurate or literal
translation by MT engines. Additionally, this type of writing may be marked by a specific
style or tone peculiar to each individual publication, which even an Al-powered
MT system could struggle to match.
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Consider the example below:

Original Sentence: Queen Nefertiti is best known for the elegant limestone bust
signifying her role as the Great Royal Wife of Egyptian pharaoh Akhenaten.

Hypothesis Sentence: [apuys Heghepmimi natibinow eidoma 3a805Ku
ele2aHMHOMY BANHAKOBOMY OHOCMY, KUl CUMBONIZYE ii ponb Benuxoi koponiecvkoi
Opyorcunu ecunemcvrkoco gapaorna Exnamona.

Reference Sentence: [Iapuys Hegepmimi naibitbut 6idoma 3a805KuU
eNecaumHOMy BANHAKOBOMY Olocmy, aAKull cumeonisye ii ponv Benukoi Ilapcvkoi
Opyorcunu ecunemcvrkoco gapaorna Exnamona.

In this example, we spotted the inconsistency of the system in translating the title
of Egyptian Queen Nefertiti. Having analysed historical and cultural context of the
related documents, we discovered that the title of the Egyptian rulers’ wives is typically
translated into Ukrainian as yapuus, as well as the power they possessed and the royal
family they were part of are referred to as yapcwka.

Another example showcases the instances of literal system translation, which
required human post-editing:

Original Sentence: But the location got out, attracting research groups and rich
tourists alike, some of whom dove down and took artifacts back to the surface.

Hypothesis Sentence: Aze ye micye sutiuinno, npusad.niorouu 00CIiOHUYbKL 2pynu
ma oazamux mypucmia, 0esiKi 3 AKUX RIPHAAU 6HU3 [ HOGepMANU apmedaKkmu HA
NOBEPXHIO.

Reference Sentence: Aze ye micye cmano gidomum, npusad.ioroyuu OOCIIOHUYLKI
epynu ma 6oazamux mMypucmis, SKi 3aHypr6anucs i dicmaeanu apmepaxmu Ha
NOBEPXHIO.

The system misinterpreted the phasal verb get out due to its polysemantic nature,
while the phrases dove down and took back to the surface translated into Ukrainian as
nipranu enu3 i nosepmanu na nosepxiio respectively, sounded somewhat awkward and
needed improvement for better fluency.

Nevertheless, the translation of the same sentence by another system (DeeplL)
proves to be more fluent and idiomatic, though still requiring post-editing.

Hypothesis Sentence: Ane ingopmayis npo micyesnaxoodscenns Kopabds
NPOCOYUNACS, NPUBADOIIOIOYU OOCTIOHUYLKI 2PYNU ma ba2amux mypucmis, 0esKi 3 IKux
nipHanu 6HU3 i 3aoupanu apmegaxmu Ha3a0 Ha NOBEPXHIO.

Reference Sentence: Ane ingopmayis npo micyesnaxooicenns Kopaods
NnpOCOYUNACS, NPUBADIIOIYU OOCTIOHUYLKI 2PYRU ma bazamux mypucmis, 0esiKi 3 HuX
nipHaniu Ha OHO i RIOHIMARU apmedaxmu Ha NOBEPXHIO.

Demonstrating a profound knowledge of the context (there was no mention of the
location of the ship in this sentence), the system still fails to achieve the fluency desired
for natural sounding of the sentence.

While journalistic writing posed the greatest challenge for both MT systems, there
were slightly varied outcomes when it came to technical and legal documentation. Google
Translate performed better in legal documentation environment, with the score of 0,5 %,
however, its quality dropped to 0,6 % in technical translation.
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Conversely, DeepL exhibited the best outcome in technical translation achieving the
score of 0,2 %. However, when it came to the translation of legal documentation, the
results were slightly lower — 0,3 %.

The main challenges in translating technical content lie in complex nature of
specialised terminology, the presence of various technical abbreviations and acronyms,
misunderstanding and misinterpreting of the technical concepts, lack of contextual
environment, updates in technical terminology due to constant advancements in
technology.

The problem of inadequate interpretation due to possible lack of contextual
environment is illustrated in the following example:

Original Sentence: Do not attempt to operate this oven with the door open since
this can result in harmful exposure to microwave energy.

Hypothesis Sentence: He namaeaiimecs npayiosamu 3 0yx08Kor0 3 iOKpumumu
osepyamamul, OCKIIbKU Ye ModHce Npu3secmu 00 WKIOAUB020 GNIAUBY MIKPOXBUNLbOBOL
enepell.

Reference Sentence: He namaeaiimecs npayiosamu 3 Riuuio 3 iOKpUMuMU
o0gepysamamu, OCKIIbKU Ye ModHce npu3secmu 00 WKIOAUB020 GNAUBY MIKDOXBUNbOBOL
enepell.

The MT engine renders the word oven in its primary meaning — the part of a
cooker with a door, used to bake or roast food (Cambridge Dictionary), which is
typically translated into Ukrainian as oyxosxa. The system overlooked the importance
of the expression microwave energy, which implies an alternate meaning and could
result in the accurate translation of the word oven.

Noteworthy, DeepL outperformed Google Translate again by demonstrating a
better interpretation of the context in this sentence. However, we identified the
occurrences of inconsistent translation of the term oven in other sentences, translated
by DeepL, caused by inadequate context:

Original Sentence: Remove wire twist-ties and metal handles from paper or
plastic containers/ bags before placing them in the oven.

Hypothesis Sentence: 3uimims Opomsmui 3axpymxu ma memanesi pyuxku 3
naneposux abo niacmukosux Kowmeunepie/nakemie neped mum, siK Cmasumu ix y
0YX086KY.

Reference Sentence: 3uimime Opomsmui 3axkpymku ma Mmemanesi pyuku 3
naneposux abo niacmukosux Konmetnepie/naxemis neped mum, sk cmaeumu ix y niu.

It is worth mentioning that the term cmsorcku, suggested by Google Translate as
the translation of the word twist-ties better aligns with the context of the sentence.
Nonetheless, we retained MT variant, adhering to the principle of semantic equivalence
mentioned above. According to this principle, a translation is left unchanged if it does
not distort the meaning of the sentence and the fluency is acceptable.

Legal writing exhibits similar challenges of translation as technical writing, the
main problem being complex legal terminology, lack of equivalence due to
jurisdictional nuances of the legal systems of different countries, literal translation
arising of inability to capture the meaning of some specific legal concepts that may not
have direct equivalents in the target language.
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The specifics of the formal language, imposed by the rules of legal writing
occasionally led to the transference of these rules to the target language, resulting in
the emergence of constructions uncommon for the latter. Stylistic norms of legal
writing incorporate the significant number of passive constructions, used in this type
of documentation for the purpose of objectivity and focus on the action. However, such
constructions translated literally into Ukrainian showcased the violation of
grammatical rules and were post-edited into impersonal constructions, as in the
example below:

Original Sentence: Such person or persons were either hors de combat, or were
civilians, medical personnel or religious personnel taking no active part in the
hostilities.

Hypothesis Sentence: Taxa ocoba uu ocobu dyau eukatoueni 3 60tiosux Oitl, abo
OYIU YUBITBHUMU 0COOAMU, MEOUUHUM YU PeliciUHUM NepCOHANoM, SKI He Opanu
aKmueHoi yuacmi y 601osux Oisx.

Reference Sentence: Taxy ocoby uu oci6 oyno éidcmoponeno 6io 6ouiosux Oiil,
abo 60HU OYIU YUBIIbHUMU OCODAMU, YU HALEHCATU 00 MEOUUHO20 YU PeliciliH020
nepcouany, AKUIl He Opas akmugsHoi yuacmi y 60U08ux Oisx.

This sentence also contains the instances of post-editing which contributes to the
fluency of translation: the word suxrroueni was replaced by the term siocmoponeno,
while the phrase nanescaru oo was added to ensure smoother translation. Other
modifications highlighted in this example were followed by essential adjustments,
resulting from the insertion of additional language units and the syntactic alterations.
Nonetheless, these changes were excluded from the HTER calculation since they did
not arise from deficiencies within the MT systems. The only exception is the phrase
ski we opanu, Which was modified into sxuii ne 6pas, being the case of inaccurate
coreference (nepconan ne 6pas, NOt ne bpanu).

Certain level of terminology inconsistency has also been identified in the course
of analysis of MT translation of legal documents. Consider the following examples:

Original Sentence: The Registrar shall have administrative responsibility for the
publication of the website of the Court

Hypothesis Sentence: Peecmpamop nece aominicmpamushy 8ionogioanbHicms
3a nyoaikayito catimy cyo.

Original Sentence: The Registrar shall set the schedule for the elections and
inform counsel on the list of counsel by email.

Hypothesis Sentence: Cexkpemap scmanosnoc epaghixu eubopie i nogioomise
npo ye aosoxama cnucoxpadﬂukie €JIEKMPOHHOKO NOUWmMOoio.

The examples illustrate the inconsistency in translating the word Registrar within
the same context. The system failed to match the title of this position with its Ukrainian
equivalent — cexpemap cyooeoeo sacioanns and in some context translated it literally
— peecmpamop.

The overall quality of MT translation for three domains calculated according to
HTER metrics is presented in Table 1.
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Table 1.
HTER results for Google Translate and DeepL translation in three topic domains

Sentence Domain Google Translate DeepL
Score % Score %
Journalistic 0,007 0,7 0,005 0,5
Technical 0,006 0,6 0,002 0,2
Legal 0,005 0,5 0,003 0,3
Overall 0, 006 0,6 0,003 0,3

3.2 Types of edits with the reference to each MT system and domain. According
to HTER metrics, all MT errors were classified by the type of edit performed by the human
annotator, which makes up 4 types of edits: insertion, deletion, substitution and shift.

In all the three domains, regardless the MT engine used, the predominant type of
edits was substitution. It accounted for 63,58 % and 59,17 % for journalistic writing for
(Google Translate and DeepL respectively); 61,4 % and 74,58 % for technical writing;
and 79 % and 80 % for legal documents.

The primary causes of most substitution instances were ambiguity, insufficient
knowledge of terminology, inadequate pronoun coreference and subject-predicate
agreement, russian loanwords, which are no longer used in Ukrainian, contextual
misinterpretation, lack of accuracy and idiomaticity of translation.

In the following example, the system demonstrated insufficient knowledge of
computer terminology referring to document formatting and visual design.

Original Sentence: Paper or originals of A4, B5 or LT size can be placed either
in a portrait direction or in a landscape direction.

Hypothesis Sentence: Ilanip a6o opucinanu popmamy A4, B5 abo LT moocna
DpO3MIiuy8amu 8 NOPMPEemHoMy abo arbOOMHOMY HANPAMKY.

Reference Sentence: Ilanip abo opucinanu ¢popmamy A4, B5 abo LT moorcna
DpO3MIiWy8amu K 8 NOPMpPemuill, max i 8 arbOOMHIU OpieHmayit.

The terms portrait and landscape direction were translated word-for-word,
whereas the accurate translation should be nopmpemna ma anvb6omna opienmayis.

The second most frequent type of edits is insertion. This tendency holds true across
all the three domains translated by the Google translate MT system: 22,54 % for
journalistic writing, 21,1 % for technical writing and 13 % for legal writing. A slightly
different outcome was observed in DeepL performance, which positioned insertion as the
second most frequent post-editing technique in legal and technical documentation,
however, yielded deletion as the second most frequent edit in journalist writing, the score
for deletion being 20,83 %, whereas insertion stood only at 17,5 %.

The analysis of experimental dataset unveiled diverse reasons for insertion. These
encompass cultural and terminology gaps, lack of information required for conveying
the intended meaning, restructuring of the sentences in order to improve the natural
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flow, adaptation of grammatical constructions to grammatical and stylistic norms of
the target language, which required extra linguistic units.

Deletion occurred in the process of post-editing for various reasons. The primary
cause for deletion was the presence of extraneous words resulting from the literal
translation of the MT engine. Consider the example:

Original Sentence: “She developed a very impressive peeling algorithm, you
know, she's faster than humans, about three times faster,” says Brecht.

Hypothesis Sentence: «Bouna pospobuna Oysce epadscarouuil arcopumm
O4YUULCHHA, 3HAeEme, 60HA weuoula 3a ﬂ}anﬁ, npu6ﬂu3H0 6 mpu pasu meudwe», — Kasce
bpexm.

Reference Sentence: «Bowna pospobuna epadicarouuil ancopumm OHUUEHHS,
yaensaeme, 60HA WBUOWA 3a N00ell, NPUOIUZHO empudi weuoway, — kaxce bpexm.

In this sentence, the MT of the phrase a very impressive as oyowce spaswcarouuil
consists of a redundant linguistic unit oyarce. The semantic structure of the adjective
spaxcarouui already incorporates a semantic component of intensity, making any
other intensifying elements sound unnecessary as they break the natural flow of the
sentence and contradict to the stylistic norms of the target language.

Shift as a type of edits demonstrated the lowest frequency in all the three domains
for both MT systems with the results 2,31 % and 2,5 % in journalistic writing (for
Google Translate and DeepL respectively); 7,02 % and 3,39 % for technical writing,
and 1 % and 3,64 % for legal writing.

Most instances of shift occurred when the MT output replicated the syntactic
structure of the source language, leading to inaccurate and hardly readable
constructions in the target language. This can be observed in the following example:

Original Sentence: The duty roster of legal officers of the Chambers shall be
maintained by the Presidency and made available to the Registry.

Hypothesis Sentence: Cnucox uepeysanv wopuduunux npayisnuxie Ilaram eede
IIpe3uoisa ma nadaemwocs 0o Cexpemapiamy.

Reference Sentence: IIpesudis 6ede cnucoxk uepey8anv 0PUOUYHUX NPAYIEHUKIE
Ilanam ma naoae tioco Cexpemapiamy.

The shift employed in the reference sentence contributes to naturalness of
sounding and ensures correct grammatical structuring. The insertion of the word zozo
clarifies that it was the list available to the Registry, which enhances the clarity of
translation.

The tables and figures below provide a general overview of the number of
occurrences of each type of edits across the three domains in Google Translate and
DeepL output.

Table 2
Google Translate: Distribution of Edit Types.
Type of edits Journalistic Technical Legal
# % # % # %
Insertion 39 22,54 24 21,1 13 13
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Deletion 20 11,56 12 10,52 7 7
Substitution 110 63,58 70 61,4 79 79
Shift 4 2,31 8 7,02 1 1
Total # edits 173 100 114 100 100 100
Table 3
DeepL.: Distribution of Edit Types.
Type of edits Journalistic Technical Legal
# % # % # %
Insertion 21 17,5 11,86 9,09
Deletion 25 20,83 6 10,17 4 7,27
Substitution 71 59,17 44 74,58 44 80
Shift 3 2,5 2 3,39 2 3,64
Total # edits 120 100 59 100 55 100
Percentage of the types of edits in the dataset of each
domain for Google Translate MT system
90
80
70
60
50
40
30
- [
10
. l —
Insertion Deletion Substitution Shift
M Journalistic M Technical Legal
Fig.1

Percentage of the types of edits in the dataset of each domain for Google Translate MT
system
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Percentage of the types of edits in the dataset of each
domain for DeepL MT system

90
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° B B
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Insertion Deletion Substitution Shift

M Journalistic Technical Legal

Fig. 2
Percentage of the types of edits in the dataset of each domain for DeepL. MT system

4. Conclusions. The MT services Google Translate and DeepL have demonstrated
a high performance, translating across all the three domains: journalistic writing,
technical documentation and legal documents. The edit distance between MT outcome
and human post-edited version has not exceeded 1 %. This implies the idea of their
applicability in a variety of contexts, making them quick and effective tools for
providing translation with minimum human efforts. Despite the high evaluation results,
the study has emphasized the need for human post-editing. Irrespective of the domain
of translation, both MT systems revealed instances of inaccurate translation stemming
from the disregard for grammatical and stylistic norms of Ukrainian language. Multiple
occurrences of russianisms — calqued russian words, passive constructions, uncommon
for Ukrainian language, as well as instances of low readability and awkward phrasing
have been identified. It suggests that human intervention is still crucial for ensuring
high-quality translation, especially in culture-sensitive context.

Future research could consider expanding the evaluation domains to a wider
spectrum of contexts, i. e. literary text, healthcare literature, financial documentation
etc. Such perspective could enhance the practicality and real-world value of the
research, addressing specific needs and demands of MT users. Beyond domain
expansion, future perspectives could also include cross-language comparison of MT
performance, including additional pair of languages in the experimental evaluation
scope. Measuring MT performance in multilingual contextual environment could
enable a more comprehensive understanding of language-specific challenges of each
MT service and provide MT users with the detailed information leading to the right
choice of a translation tool.
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EVALUATING THE QUALITY OF MACHINE TRANSLATION OUTPUT WITH
HTER IN DOMAIN-SPECIFIC TEXTUAL ENVIRONMENT

Olena Karpina

Applied Linguistics Department, Lesya Ukrainka Volyn National University, Lutsk, Ukraine.

Abstract

Background: The implementation of neural networks in MT systems design has greatly
challenged the existence of human translation. The emergence of translating models which adopt
mechanisms of translation, imitating the work of the human brain, aroused high expectations of
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immediate breakthrough. However, despite significant improvements in accuracy and fluency of Al-
powered MT systems, human assistance remains essential in the translation process.

Purpose: The Purpose of the research is to evaluate and compare the effectiveness and
limitations of free online services Google Translate and DeepL for English-Ukrainian language pair
across three topic domains utilizing HTER metrics.

Results: Google Translate and DeepL demonstrated rather high level of performance, with the
edit distance less than 1 % in each of the three domains. Nonetheless, it is still early to talk about self-
sufficient MT systems which can operate completely without human assistance. The main causes for
MT translation errors were identified as terminological issues, including wrong translation equivalent
and terminology inconsistency, contextual issues, stemming in from the inability to interpret a wider
context; accuracy errors due to the gap between grammatical systems of the source and target
languages, fluency concerns, and various cultural and stylistic discrepancies.

Discussion: The most challenging input for both MT systems appeared journalistic writing,
with the HTER scores 0,7 % for Google Translate and 0,5 % for DeepL (the percentage indicates
edit distance between MT and human post-edited translation). The errors made by MT systems are
rooted in the stylistic features of this genre of writing, bearing traits of the author’s individual style,
including idioms, phrasal verbs, stylistic figures. In technical writing, DeepL performed
considerably better, with the edit distance just 0,2 %, while Google Translate exhibited the most
favorable performance within the legal textual environment, demonstrating the edit distance of
0,5 %, whereas in technical writing the outcome was slightly worse — 0,6 %. DeepL, having
outperformed Google Translate in all experimental domains, exhibited the edit distance of 0,3 % in
technical writing.

Concerning the types of edits, categorized according to HTER metrics into insertion, deletion,
substitution and shift, the most frequent edit employed by human post-editors was substitution,
accounting for roughly over a half of all edits made during the post-editing process. Notably, in
legal writing its score raised to 79 % for Google Translate and 80 % for DeepL, which can be
explained by terminological inappropriacy and structural challenges due to distinct syntactic rules
of the source and target languages. The least frequent edit was shift, its value did not exceed 4 %
for all experimental domains.

Keywords: HTER, MT quality evaluation, post-editing, edit distance, MT error, Google
Translate, DeepL.

Vitae

Olena Karpina PhD in Philology (Germanic Languages), Associate Professor of Applied
Linguistics Department, Lesya Ukrainka VVolyn National University.

The scope of scientific interests covers translation studies, linguistics of emotion, lexical
semantics, communicative linguistics.

Correspondence: karpina@vnu.edu.ua

Haniitina no pemaxuii 04 Bepecus 2023 poky
PexomennoBana 1o npyky 01 xxoBtHs 2023 poky

99



